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Summary 

Approximate drug concentration-depth profiles in the stratum corneum (sc) have been achieved by computer simulation. In vivo 
data from the literature have been used to predict profiles for cases where the diffusion coefficient is not constant with depth~ The 
effects of a penetration enhancer (oleic acid) on the profiles have been modelled using this technique. The results indicate that, 
except in the presence of an enhancer, the profiles are little altered by a position-dependent diffusion coefficient. It has been 
demonstrated that it is not necessarily correct to assume a logarithmic type fit to concentration-depth data collected from tape strip 
experiments. 

Introduction 

The distribution of a drug in the skin is an 
important factor that must be considered when 
investigating its percutaneous absorption. A con- 
venient way of representing this distribution is as 
a graph of the variation in drug concentration 
with depth into the stratum corneum (sc). The 
plot is usually normalised on both axes and a 
representative example is shown in Fig. la. 

In many mathematical models for permeation 
through the sc the value of the diffusion coeffi- 
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cient for the process is taken as constant. Evi- 
dence gained from attenuated total reflectance 
Fourier transform infrared (ATR-FTIR) studies 
(Guy et al. 1990) suggests that there is a decrease 
in the C-H stretch frequency (v) associated with 
the lipid alkyl chains of the sc as the skin is 
penetrated. This decrease of approx. 2 cm- 1 after 
four tape strips (Guy et al. 1990) implies an 
increase in the ordering of the sc lipids with 
depth. If, as is often posttilated (Mak et al., 1990; 
Ports and Francouer, 1990) penetration occurs 
predominantly via the intercellular lipid channels 
the above observation seems likely to imply a 
decrease in diffusion coefficient with depth. 

Using the Mathematica T M  computer package 
on an Apple Macintosh, models have been con- 
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Fig. 1. (a) Example of a normalised concen t ra t ion /dep th  
profile. (b) Steady-state profile for the situation of constant 
diffusion coefficient. (c) Predicted steady-state profile for the 

situation of depth-dependent  diffusion coefficient. 

structed to examine and contrast the following 
situations: 

(a) where the diffusion coefficient is constant; 
(b) where the diffusion coefficient decreases with 

depth; and 
(c) the effect of oleic acid (OA) on the diffusion 

coefficient with depth. 

The equations in this first part of the model are 
based on Eqn 1 (Hadgraft, 1979) for the predic- 
tion of normalised concen t ra t ion /dep th  profiles; 

u = l - x  

+ 2/rc - 1)"/n" exp( - n  2" 77 -2. T) 

• sin(n • ~- • (1 - X)) 1 (1) 

where u is the normalised concentration (C/C0),  
X denotes the normalised depth ( x / l )  and r = 
Dt/l  2, where D diffusion coefficient (t, time; l, sc 
thickness). Because Eqn 1 contains within it the 
assumption that the diffusion coefficient is non- 

variable, the values obtained for u at higher ~- 
values and in the regions where the profiles start 
to become linear at low X are not correct al- 
though the general trends seen in the curves are. 
Theoretical steady-state profiles for the situation 
of varying diffusion coefficient across a mem- 
brane have been calculated previously (Crank, 
1975). The results indicate a concentration profile 
as shown in Fig. lc. The second section of this 
paper deals with the calculation of the steady- 
state profile for the case of the diffusion coeffi- 
cient varying only part-way across the membrane 
and uses the FTIR data presented to make this 
case specific to oleic acid. 

Methods and Models 

(a) Constant diffusion coefficient 
The concent ra t ion/depth  profiles for constant 

values of D were calculated using Eqn 1 above 
and the Mathematica TM functions shown in Ap- 
pendix 1. 

(b) Depth-dependent diffusion coefficient 
To model the situation where the diffusion 

coefficient is depth-dependent  the following ap- 
proach was taken. The variability in the diffusion 
coefficient is proportional to the variability in P, 
the permeability. This can, in turn, be related to 
the change in the value of u(C-H), the C-H 
stretching frequency of the sc lipids, by a linear 
relationship. Changes in water permeability (P )  
across skin with increasing temperature (ranging 
from 22 to 90°C) and the accompanying changes 
(v) in v(C-H) have been measured utilizing FTIR 
techniques (Potts and Francoeur, 1990). These 
data have been used to calculate normalised (rel- 
ative to the permeability at 90°C) values of per- 
meability, Pno~m,90, and the change in u(C-H) 
associated with any particular value of enorm,90 
(Table 1). 

If a linear relationship is assumed between 
enorm,9O and vg0 it must be forced to be of the 
type Pnorm,90 ~-- bvgo + 1 to meet  the condition 
Pnorm,90 = 1 when Ugo = 0. This is easily done by 
rearranging to the form (1--Pnorm,9 o) = --bY90, cal- 
culating b and rearranging the fit produced to 



T A B L E  1 

Variation in permeability of human skin to water with increasing 
temperature and the concurrent changes in C-H stretching fre- 
quency 

Temper- Permeability u(C-H) Pnorm.90 Ug0 
ature (cm h-- i)  (cm l) 

(°C) ( x 10 3) 

22 0.44 2849.8  0.0135 - 3.5 

30 1.08 2850.1 0 .0333 - 3.2 

40 1.94 2850.2  0 .0597 - 3.1 

50 3.92 2850.3  0.121 - 3.0 

60 7.55 2850.7  0 .232 - 2.6 

70 21.1 2851.6  0 .649 - 1.7 

80 27.8 2852.7  0.855 - 0.6 

90 32.5 2853.3  1.00 0.0 
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Fig. 2. Relationship between permeability and C-H stretching 
frequency. 

yield the desired equation format. Table 2 con- 
tains the values of (1 - enorm,90 ) and - Ug0 used to 
produce Eqn 2. These values are plotted in Fig. 2 
with a normal regression fit through them for 
comparison. Using this method the value of b has 
been calculated as 0.296 giving Eqn 2 as shown 
below. 

enorm,9o = 0.296u90 + 1.0 (2)  

It has recently been shown that the conforma- 
tional order of sc lipids is depth-dependent,  be- 
coming more ordered as the skin is penetrated. 
This relationship has been examined (Bomman- 
nan et al., 1990) using tape stripping and FTIR 
measurements (again, by examining shifts in the 
u(C-H) stretching frequency). 

Since the change in P, orm,90 is proportional to 
the alteration in D, the change in lipid order, as 

T A B L E  2 

Values used to produce the fit given in Eqn 3 

(1 - P.o~m.90) -- Vg0 
0.9865 3.5 

0 .9667 3.2 

0 .9403 3.1 

0 .8790 3.0 

0 .7680 2.6 

0 .3510  1.7 

0 .1450 0.6 

0.0 0.0 

indicated by b,90 can be used to calculate varia- 
tions in D with depth. The data from Bomman- 
nan et al. (1990) are reproduced in Table 3 along 
with the calculated shift (u') from u(C-H)x= 0 
relative to the higher permeability measurement 
of u(C-H) and the values of Pnorm,90, calculated 
from this shift using Eqn 2. These normalised 
permeabilities are therefore relative to the most 
permeable region of the skin, i.e., the outside 
layer and hence can be expressed as P/Px=o. 
The corresponding values of A" were calculated 
using the conclusion reached in the same paper 
that the amount of sc removed per tape strip 
remains constant at 20 + 5 p,g cm -2. Assuming 
that the cumulative weight removed is propor- 

T A B L E  3 

Variation of C-H stretch frequency with depth and its effect on 
permeability 

Tape strip v' P / P x - o  Cumulative X 

no. weight of sc 

0 0 1.000 0 

1 - 1.2 0 .6448 20 

2 - 1.7 0 .4968 40 

3 - 2.0 0 .4080 60 

4 - 2.3 0 .3192 80 

5 - 2.2 0 .3488 100 

6 - 2.0 0 .4080 120 
8 - 2.0 0 .4080 140 

10 - 2.1 0 .3780 180 

12 - 2.2 0 .3488 220 

14 - 2.2 0 .3488 260 

0 

0 .077 

0 .154 

0.231 

0 .308 

0.385 

0 .462 
0.538 

0 .692 

0 .846 

1.000 
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tional to depth, X can be calculated from X = 
W/W m (where w is the cumulative weight and w m 
the maximum cumulative weight). These values 
are also included in Table 3. 

Fig. 3 shows the variation of P/Px-o as a 
function of position. This suggests an exponential 
decay in P with position expressed as; 

P emin 

Px=o Px=o 
6 = Pmin = e x p ( - ~ X )  (3) 

1 -- - -  
Px=0 

where Pmin/Px =0 = 0.371 and is the average value 
of the minimum reached by the function plotted 
in Fig. 3. 

By plotting In 6 vs X the value of q~ was found 
to be 11.6. Hence,  rearranging Eqn 3 and substi- 
tuting for ~O gives, 

P = Px=0(0.629 exp[ - 11.6X] + 0.371) 

=Px=o' f (x )  (4) 

Because P is proportional  to D and 7 = Dt/ l  2 
it is now possible to model variation in D with 
depth by altering ~- in Eqn 1 

= f ( x )  (5) 

Hence,  by inserting rx= 0 . f ( x )  into Eqn 1, the 
variation of D with depth can be approximately 
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Fig. 3. Exponential type variation of permeability with depth. 
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Fig. 4. Comparison, at r = 0.01 and 0.1, of diffusion profiles 
for depth-dependent and constant diffusion coefficient. 

modelled for any original value of ~- using the 
Mathematica  program shown in Appendix 1. 

To compare these profiles with those gener- 
ated for the case of a constant diffusion coeffi- 
cient, the latter must be scaled accordingly. This 
is achieved by premultiplying ~- by 0.371 in Eqn 1 
in the case of constant D. This allows the two 
profiles to be compared as the minimum values 
of D in the depth-dependent  case should be 
equal to the constant value where D is non-varia- 
ble. Fig. 4 compares the situations of constant 
and variable diffusion coefficients for values of 
~'x=0 = 0.01 and 0.1. The plots demonstrate  how 
the initial disorder of skin lipids at low X affects 
the theoretical diffusion profile of a drug. As can 
be seen from these graphs there is very little 
difference between those produced with a depth- 
dependent  diffusion coefficient and those gener- 
ated with a constant value of D. 

(c) Calculation of profiles at steady state after oleic 
acid treatment 

Using tape striping techniques and FTIR  
measurements  in a similar manner  to those 
quoted above, the effect of oleic acid on sc lipid 
order  has been monitored as a function of depth 
(Naik, 1990; Guy et al, 1992). The modelling 
described in the previous section was unable to 
predict the steady-state profile shape for an anal- 
ogous situation because of the limitations inher- 
ent in the model used. In this section the effect of 
oleic acid on the steady-state diffusion profile will 
be predicted by a numerical method. 



TABLE 4 

Permeability and C-H stretch data normalised to the low tem- 
perature ualugs 

P.or~.22 (C-H) shift relative 
to that at 22°C 

1.00 0 
2.46 0.3 
4.41 0.4 
8.91 0.5 

17.16 0.9 
47.96 1.8 
63.18 2.9 
73.86 3.5 

These data (Naik, 1990) were expressed rela- 
tive to the low permeability value for u(C-H), 
meaning the initial 'calibration plot' (Fig. 2) must 
be adjusted to make it of use in the interpretation 
of these results. By normalising the u (the shift in 
wavenumber) and P values in Table 1 relative to 
the low permeability figures, the data in Table 4 
are produced. A similar fit to this data can be 
carried out as in the preceding section, producing 
Eqn 6 for the relationship between Pnorm,22 and 
P22" 

Pnorm,22 = 21 .43u22 = 1.0 (6) 

Eqn 6 can now be used to calculate values of 
Pnorm,22 from the shift that occurs in the presence 
of oleic acid. The relevant values of X were 
calculated from data collected by the same work- 
ers (Naik, 1990) using the assumptions and meth- 
ods as in the previous section. These data are 
listed in Table 5. 

As stated in the Introduction, the concentra- 
t ion/depth profile at steady-state will probably 
be curved above that predicted by the methods 
used above. The equations below (see Appendix 
2) describe exactly what the shape of this profile 
will be in the case of oleic acid changing the 
diffusion coefficient with depth. 
(i) where, 

0 < X < X *  
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TABLE 5 

Variation o f  C-H stretch frequency on treatment with OA and 
the calculated accompanying change in permeability 

(C-H) shift in the Pnorm,22 Tape X 
presence of OA strip no. 

5.0 108.15 0 0 
2.6 56.72 1 0.197 
1.3 28.86 2 0.326 
0.2 5.286 3 0.471 
0.0 1.000 4 0.581 

we obtain, 

u = C / C  o = 1 - 1 
~ln(a)  + L  - X *  

(7) 

(ii) where, 

X *  < x  < _ L  

we obtain, 

u = C / C  o = 

1 
 ln(a) +L-X 
1 
Tin(a)  + L  -X*  

(8) 

where C is the drug concentration (mass per unit 
volume) in a differential element at axial position 
X, Co denotes the surface drug concentration, X 
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Fig. 5. Simulated effect of oleic acid on the diffusion profile at 
steady state. 
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Fig. 6. (a) Comparison of exponentially fitted experimental data (2 h) with the same data including the previously ignored zero 
point (b) Comparison of exponentially fitted experimental data (3 h) with the same data including the previously ignored zero point. 

is the normalised axial position (depth) of the 
differential element, t represents time and L = 1. 

For the case of oleic acid the values of a, b 
and X* have been evaluated by carrying out a 
linear fit to the data shown in Table 5. Linear 
regression yields a = 104.4, b = 220.0, X* = 0.471 
(r 2= 0.99). Using these values in Eqns 7 and 8 
and the Mathematica program in Appendix l(iii), 
the steady-state profile of normalised drug con- 
centration vs normalised depth was calculated 
and is depicted in Fig. 5. 

Discussion 

The efficacy of this type of approach can be 
demonstrated by comparing the calculated pro- 
files with those obtained experimentally by other 
workers. The effect of OA on the concentration- 
depth profile of a model antifolate used in the 
treatment of psoriasis (m-azidopyrimethamine 
ethanesulphonate or MZPES) has been investi- 
gated in vivo by FTIR techniques (Naik, 1991). In 
this work, log[drug concentration] vs depth pene- 
trated into the sc was found to be linear at 1, 2 
and 3 h. However, in the initial analysis, the first 
data points at 'zero'  depth from these plots were 
omitted because they fell well below the exponen- 
tially fitted line. It was assumed that surface 
washing had lowered the first layer's drug con- 
tent. The low values of these omitted data points 
can be accounted for by the shape of the calcu- 
lated concentration-depth profile for OA-treated 

skin, i.e., the shape of the calculated curve in Fig. 
5 is very similar to those that include all the data 
points depicted in Fig. 6a and b. Since there is 
little difference between the 2 and 3 h graph 
diffusion could also have reached steady state. It 
can be seen that it is quite possible that the 
relatively low values of concentration at X = 0 
can be accounted for by this profile shape. 

Hence, it is possible that the correct shape for 
these normalised plots is as predicted by the 
theoretical steady-state curve and that a logarith- 
mic fit to this type of data is incorrect. 

Conclusions 

The rapid calculation of approximate nor- 
malised concentration-depth profiles has been 
achieved by computer simulation. The model can 
be used to predict the general shapes of concen- 
t r a t i on /dep th  profiles and has qualitatively 
demonstrated how the natural non-uniformity of 
the sc lipid packing may not affect these types of 
profiles. 

The calculation of the steady-state profile for 
the case of the diffusion coefficient varying only 
part-way across the membrane has been carried 
out using FTIR data to make this case specific to 
oleic acid. It has also been demonstrated that it is 
not necessarily correct to assume a logarithmic 
type fit to concentration-depth data collected 
from tape strip experiments. 



Appendix 1 

Mathematica T M  programs for the simulation of 
concentration / depth profiles 

(i) Values of u for the non-variable D case 
were calculated using: 

u=Flatten[Table[x£1-x 
+(2/Pi*Sum[(((-1) n)/n) 
*Exp[-(n^2)*(Pi^2)*t] 
*Sin[Pi*n*(1-x)], 
{n,1,10}])},{x,O,1,0.05}],1] 

where x = x  and n ranges from 0 to 10. This 
instruction produces a table of values of u and x 
from a generated list of x ranging from 0 to 1.0 at 
intervals of 0.05, i.e., of the form { x 1 ,  x 2 ,  x 3 ,  
x4 . . . . .  u l , u 2 , u 3 , u 4  . . . .  }. The list must 
then be parti t ioned into numerical pairs of the 
form r { x l , u l } , { x 2 , u 2 }  . . . .  ] and then 
plotted. This is achieved by the following instruc- 
tions: 

Partition [u,2] 
q=N[%] 
b=ListPlot [q,PlotJoined->True] 

(ii) Values of u for the variable D case were 
calculated using; 

u=Flatten[Table[x~1-x 
+(2/Pi*Sum[(((-1) n)/n) 
*Exp[-(n^2)*(Pi^2)*t 
*(.629*Exp[-11.6x]+.371)] 
*Sin[Pi*n*(1-x)],{n,l,lO}])}, 
{x,0,0.4,0.05}],I] 

The above instruction produces a list in a similar 
fashion to that in (i). The following insructions 
produce the result, 

w=N[%] 
y=Partition[w,2] 
kistPlot[y,PlotJoined->True] 

(iii) The steady-state solution for variable dif- 
fusion coefficient was calculated as follows: 
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Firstly the values of the constants are defined, 
i.e., the depth to and the rate at which the 
diffusion coefficient varies, 

a = 104.4, b = 220, L = 1, w = 0.471 (where w = 
X*). 

u=TableE{x,1-((((1/b)*Log[a/ (a- 
(b*x))]) / (((I Ib)*Log[a]) +L-w)))}, 
{x,0,0.45,0.05}] 
p=Table[{x,((((1 /b)*Log[a]) +l-x)) 
/(((I / b)*Log[a]) + L-w)}, 
{x,0.5,1,0.05}] 
q=Join[u,p] 
Li stPlot[q,PlotJoi ned- >True] 

This program allows the extent and magnitude of 
the variation in D to be changed (by simply 
altering the values of a, b, L and w) as long as 
the fit to the variation is linear. 

Appendix 2 

Derivation of the concentration/depth profile at 
steady state 

If, C represents the drug concentration (mass 
per  unit volume) in a differential element at axial 
position x, x is the axial position (depth) of the 
differential element and t denotes time, then, 

OC ON 

Ot Ox 
(A1) 

where OC/Ot represents the rate of accumulation 
of drug in a differential element and ON/Ox is 
the flux of drug in and out of a differential 
element, where N denotes the flux of drug across 
a stationary area which, from Fick's first law, is 
given by, 

aC 
N =  - D .  ox (A2) 

where D is the diffusion coefficient. Thus, 

ac aN a( ac) 
at ax ax D'~x (A3) 
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Note that if the diffusion coefficient, D, is 
function of normalised depth, X, then; 

D. c D . - -  
a2X 

where g denotes the normalised depth (x/l). At 
steady state; 

dx D.  = 0 (a4)  

Integrating Eqn A4 twice yields, 

C = C 0 . 

x dx 

fo D(X) 
1 

L dx 

fo D(X) 

(A5) 

To proceed further, the variation in D must be 
given a mathematical form. If the function D(X) 
is expressed as a linear variation ( D ( x ) =  Do" (a 
- bx)) up to a depth X* and then from X* to L 
as zero variation ( D ( x ) =  Do), the following con- 
ditions apply (note that these conditions mean 
that a - bx*  = 1), 

D 
- a - b x  a t 0 < x < X *  

Do 

D 
-1 at x* <_x <_L 

Do 

Placing these conditions into Eqn A5 yields Eqns 
7 and 8 shown in the main text. 
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